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AbstractDesigning a system to provide access to the data involves �le and event catalogs, move-ment of �les, read and write access routines, careful bookkeeping of physics content, andresource management. All of this requires a framework, not only of software, but of assump-tions and interfaces between the many parts of an entire data handling system. Based on therequirements in this document we will proceed to the speci�cation of the core Data AccessFramework, which we call SAM (Sequential Access Model).SAM will make use of the services of other parts of the whole data handling system, suchas a Storage Management System. Other parts of the data handling system, with their ownspecialized requirements and functionality, such as Farm Production Systems, will make useof the services of SAM. The boundaries between these parts of the system and their servicesare, as yet, still only generally understood. They will become clearer during further stagesof speci�cation. These Requirements say only what the overall system must do, not whichpart of the system will implement the functionality. A concerted e�ort has been made tostate requirements in an experiment-independent way where possible.

1



Contents1 Scope 32 Base Assumptions 33 The Sequential Access Model 44 Primary Requirements 65 Non-Requirements 86 Detailed Requirements 86.1 Data Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86.1.1 Data Tiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86.1.2 Data Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96.2 Data Storage and Data Migration . . . . . . . . . . . . . . . . . . . . . . . . . . . 106.3 Read Access to Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116.3.1 Freight Train Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126.3.2 Farm Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136.3.3 Files on Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146.3.4 Pick Event Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146.4 Write Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156.5 Databases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156.5.1 Meta-data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156.5.2 Inventory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166.5.3 Transaction data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176.5.4 System Con�guration data . . . . . . . . . . . . . . . . . . . . . . . . . . 176.5.5 Database Management System . . . . . . . . . . . . . . . . . . . . . . . . 176.6 Resource Management and Optimization . . . . . . . . . . . . . . . . . . . . . . . 186.7 User Interface and Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186.8 Data Replication, Export and Import . . . . . . . . . . . . . . . . . . . . . . . . 196.9 Monitoring, Auditing and Error Handling . . . . . . . . . . . . . . . . . . . . . . 196.10 Data loss policy, actions and recovery . . . . . . . . . . . . . . . . . . . . . . . . 206.11 System Management and Con�guration . . . . . . . . . . . . . . . . . . . . . . . 207 Dzero speci�cations 207.1 Storage Management System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207.2 Disk Bu�ers and Caches for Delivery to Processing and Analysis . . . . . . . . 217.2.1 Disk Bu�ers for Importing Data to Tape Storage . . . . . . . . . . . . . 217.2.2 Data loss policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228 CDF speci�cations 24A Glossary 25
2



1 ScopeThe overall data handling system for the experiment will consist of a collection of:� hardware components� software components� resource management policies and implemented rules� data organization and clustering de�nitions and rules� data storage methods, rates, capacities, and implemented rules� data access methods, rates, policies, and implemented rulesTogether this collection must be built and con�gured to meet certain goals of the experimentconcerning the reliable storage of its data, and the ease and frequency of access to the data. Theprimary objectives are to store all raw data produced by the online system and to provide accessto the data for all subsequent stages of data processing so that physics results can be extractedas quickly and e�ciently as possible.In this document we will attempt to further quantify and elaborate on the above issues.2 Base AssumptionsThe following is taken as understood and much of it is documented in the Data ManagementNeeds Assessment Group Report [2].1. The total volume of data which will result from raw, reconstructed and various types ofsummary data will be between 0.5 Petabyte (D0 estimate) to 1 Petabyte (CDF estimate)per experiment [2]. Calibration and Alignment data are additional to this,as are RunConditions, Luminosity data, Event catalog, and File catalog data.2. All of the raw data, and almost all of the other data produced, will be stored on some serialmedia tape or cartridge (we will call this simply tape). We expect the size of the tape orcartridge to be about 50GB and the read/write data rates to be no less than 6MB/sec.3. Only a fraction of all data will be able to be disk resident at any moment. The exactamount is constrained by cost. It will be on the order of 14-28 TB per experiment [2]. Diskspace will be used as a cache for the currently active and most frequently used data. Thisdisk space will therefore have to be managed.4. In order to automate the mounting of tapes and to provide rapid access to frequently useddatasets we will make use of one or more automated tape libraries (ATL). We use the termrobot and ATL interchangeably in the rest of the document.5. The total capacity of the ATLs will be considerably less than the total amount of data andas a result much of the data will reside on shelf resident tapes. There will be frequent (onthe order of once or twice per day) changes made to the tapes resident in the robot, as Rawdata passes through reconstruction processing and new Raw data is entered.
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6. There will be su�cient Farm processing power provided to keep up with reconstruction inreal time, plus approximately 80,000 MIPS of analysis processing [2]. We need to manageour data delivery so that we can most e�ectively utilize network bandwidth, CPU andstorage resources.7. Each physics group, and each individual physicist, would ideally like to repeatedly traverselarge datasets of relevance to them, quickly. In order to achieve this, for most users, mostof the time, prioritized and optimized access to the data will be done. This will be achievedby 1) enforcing policies on clustering of the data, 2) providing access to the data only viathe API and application framework provided by the system, and 3) by partitioning andallocating resources to particular modes of access. It is accepted (well almost!) that we cande�ne an event data unit which satis�es over 80 percent of the analysis data access needs,and which is between 50 and 100 KB/event. For full details of the baseline assumptions onsizes and streaming see [1] [5].8. We need to do a good job on bookkeeping of where all the �les are, how they were produced,what the associated run conditions were, and which parts of the data were the source forphysics results. The bookkeeping information needs to be easily accessible, with accuratereports available.9. All of the hardware components of the system will be commercial CPUs, disks, tape drives,ATLs, network interfaces and switches. In other words, we will not be building any of thishardware ourselves, merely integrating it.10. Some of the software components will be commercial or free-ware components not developedin-house speci�cally for this data handling system. Examples are: operating systems,compilers, scripting language interpreters, device drivers, ATL control software, storagemanagement software (SMS), database management systems with their associated queryand reporting tools.11. Some of the software components will need to be developed in order to provide the necessaryframework for the data handling system and to provide functionality not found in o�-the-shelf commercial or free-ware components. This part of the system we are calling theSequential Access Model (SAM) system, and the project to develop, integrate and test it -the SAM project.3 The Sequential Access ModelSeveral somewhat di�erent approaches to data handling and data access have been under discus-sion in the Data Access working groups.The essence of the Sequential Access Model (SAM), and the origin of its name, lies in thefollowing:1. A �le is the primary storage unit which the overall data handling system manages andprovides access to. The consumer of data is provided with a �le of event data units (EDUs),of some size and type, and is expected normally to process the entire �le reading event dataunits from it SEQUENTIALLY. The system is optimized for this type of access.2. An event is a logical storage unit which the overall data handling system catalogs and canarrange access to. Rarely consumers are expected to want access to one particular EDU in4



a �le. The system, although providing this facility, is not optimized for this type of access.Unless future optimizations to a �le format are adopted access to a single EDU in a �lewill require reading SEQUENTIALLY through the �le in order to access the required EDU.The only exception to this is event catalog information, which is expected to be accessedrandomly through a database management system interface.3. Groups of users who wish to iterate over a large physics dataset will be identi�ed and willdeclare their intentions to the system. They will each be presented �les for them to accessSEQUENTIALLY. Fetching and providing access to the �les will be done in a coordinatedway, in order to minimize the total number of tape mounts and the network bandwidthneeded. The system is optimized for this type of usage. The data organization is alsooptimized to assure that the data in such physics datasets are clustered (streamed) intophysically contiguous storage in �les.4. Users who wish to iterate over smaller derived datasets will use the system to cluster theirdata into �les which then can be accessed SEQUENTIALLY most of the time. They willeither use the data handling system to manage the migration of such �les to and from tapestorage, or they will place those �les in private disk areas, not managed by the overall datahandling system.5. Users who wish to access data which is not clustered in a manner which matches their accesspattern will expect to declare this intention, and to specify their data selection, up-front,to the system. They will also expect that their access will be subordinate to the structuredmethod mentioned above and that they will vie for a limited set of resources allocated tosuch access modes.The proposed data handling system also includes many features not speci�cally related tothis mode of sequential traversal of �les. All data is, in the end, stored in physical �les whateverthe nature of the clustering, streaming, and organization of data, and whatever storage facilitiesand modes of access are provided. Many elements of the system are not speci�cally related tosequential access. Their implementation details depend on a) design decisions and technologieschosen b) the amount of "automated" (as opposed to manual) resource management and statusinformation which the system will provide and c) the particular dataset selection tools which thesystem will provide. These elements include:� A File catalog of all �les known to the system� A Run catalog and a database of Run Conditions information, including Luminosity data� An Event catalog� Resource management components including optimizing the use of certain resources, suchas robot arm, tape drives, disk cache, etc.� Components which translate 'logical' requests for data in terms of physics criteria or runconditions into 'physical' locations of data in �les.� Transaction logging components - to support summary usage statistics� Quality Assurance, Monitoring, and Error Handling components� User Interface and Con�guration components� Reporting and statistics on the use of the system and the status of the data.5



4 Primary Requirements1. The system must store and manage data �les which may reside on disk, tape in a robot,or tape on shelf. Files created in various ways, including from the online system, fromproduction farm processing, from Monte Carlo, and from a user writing his own �le of eventdata or n-tuples, will be imported into the system for storage. Subsequent access to those�les must be provided in an e�cient and optimal manner. The movement and migrationof �les in the system must be managed using algorithms with con�gurable parameters.2. The system must support the following access modes for the users:(a) Large dataset processing, in a sequential manner. For datasets of sizes 1-100 TB onecycle of access should last no longer than a month, and all the "registered" users mustbe able to consume every event in the dataset. Several such large datasets should beable to be processed simultaneously, up to a total of about 20 percent of the total dataexpected in Run II in a one month period.(b) File or small dataset: the user accesses a few �les. Depending on whether the �les arecurrently deemed active by the user's experiment, the turn-around must be severalminutes or 1-2 days.(c) Event picking : random access to RAW and reconstructed events, the times are thesame as for �le access.(d) Databases: intensive use of event/�le/run catalogs necessitates use of a robust com-mercial database which must provide 
exible query and reporting capabilities andrespond to most queries in a few seconds maximum. We must be able to determine ifa given �le is disk resident or must be obtained from tape.3. In addition to the above "read" access modes, there will be provision for several modes ofwriting data. The RIP project will enter data into the ATL and some process will thenmake it known and available for access, via this data handling system, within 15 minutesof being written to tape. Farm processing subsystems will write �les into the system. Acoordinated group of users processing a large dataset (a project) will write �les into thesystem. Individual users may write derived data,in the form of user-generated �les, backto the system for subsequent retrieval in the same way as other project generated �les areretrieved. The \import" of user data into the system will be done in a controlled andoverall consistent manner. The system will catalog all known �les recording the formatof the contents, and, as appropriate, associated Run, Luminosity, Data Stream, and input�les, will be stored in the catalog.4. All access modes must be coordinated by the system so as to balance hardware usage,bandwidth for data, and user latency. SAM system and User processes will be assigneddi�erent priorities and clearance levels, based on the process' mission, amount of infor-mation requested, and politics. The con�guration of these parameters will be 
exible andprogrammable and will be controlled and viewed by a friendly and easy-to-use user interfaceto the system. Process priorities/privileges will aim at guaranteeing:(a) No (user) process interferes with DA writing the RAW data.(b) Writing of reconstructed data and/or user generated �les is not severely compromisedby user reading other data at the same time.6



(c) No unreasonable user request will compromise overall system performance, nor lockout other users from use of the system.(d) Resources will be partitionable, so that e�cient serving of a large dataset to a largenumber of people would not be compromised by random �le/event accesses.(e) In critical situations, authorized users will be granted prompt access to any requesteddata thus bypassing reasonable prioritization.(f) Mechanisms will be provided to ensure that, when necessary, writing of tape cannotbe disrupted or delayed by read requests for �les on the same tape volume.5. To facilitate the most e�cient access to the data, it is anticipated that data will be clusteredonto physical tape volumes in a fashion believed to coincide closely with subsequent usagepatterns. This means that like types of physics triggers, and data formats, will be storedtogether on tapes. The system will provide ways to specify the data clustering and to writedata accordingly.6. The SAM system will provide access to data, and speci�cation of projects, based on SAMuser and analysis group.(How this corresponds to UNIX system user and group will bedetermined later). Users will belong to one or more analysis groups. Serving of largedatasets will be done in the context of an analysis group or project. Resources of the systemwill be allocated and controlled on a group and project basis. Disk included in the systemwill be managed by the system and �les will be located, tracked, and migrated betweenstorage levels. Use of tape, disk, robot, network, and cpu resources will be optimized basedon(a) overall system considerations, as listed in 2) above(b) group(c) access mode(d) project - i.e. the particular activity in progress7. The system must be tolerant to hardware failures (tape losses, tape drive failures, diskfailures, network disconnections etc):(a) No data will be lost beyond the reasonable and inevitable (less than 1 percent) tapeloss of RAW data. Absolutely no data will be lost due to system software errors.(b) A small data subset will be designated by the physicists as crucial. The crucial datawill never be lost even with any normal tape loss rate; the appropriate replication willbe provided8. There will be extensive and easy-to-use Monitoring and Auditing facilities provided as partof the system. These will allow users and administrators to not only monitor the state ofthe system and track their use of the system, but also to guage the e�ects of failures anddata losses. It is important that the system provide accurate and rapid feedback to usersabout the status of their requests.9. Above all, the system must be kept simple, partitionable, distributable, and con�gurable.(a) It must be able to handle multiple distributed processors, all working on the samedataset. 7



(b) A subset of the data handling system must be usable on remote institutions, withoutneeding a commercial database.(c) In the systems's simplest form a consumer must be able to access event data by simplyreading a �le, using a minimal version of the system API.(d) A partitioned piece of the system must be able to handle as much of the resourcemanagement, �le inventory, and consumer access as possible locally, before consultingwith, or accessing �les using global system resources, such as database and ATL.5 Non-RequirementsEither outside the scope of this system or undesirable are the following features:1. The disk space allocated to an individual and used to store private datasets is outside ofthe scope of the system and will not be managed, backed up, or otherwise automaticallytouched. The system will simply deliver �les to user disk locations, and store �les from userdisk locations, when requested to do so. The data handling and access system is distinctfrom an automatic archiving and backup system.2. SAM is not a batch system. Although users may be informed about which station, ormachine they should run their analysis or other processing program on, their job will notbe run on that machine - it will be their responsibility to initiate the job on the appropriatemachine.3. There will be no attempt to track centrally the processing of each event by each consumerwill be made. Transactions and status recorded in a database should be at no �ner gran-ularity than a whole �le. Connections to a database during a user job should be kept toa minimum, su�cient only to provide access to the necessary calibration, alignment andluminosity information.6 Detailed Requirements6.1 Data OrganizationData resulting from a single event (collision in the detector) will be organized and physicallygrouped with data from other events along two di�erent axes, which are described in the nexttwo sub-sections.6.1.1 Data TiersThe system must support the concept of data tiers, or branches, of event data [5]. There aremany di�erent clusters of data, which we call event data units (EDU), associated with a particularevent. Each di�erent type of EDU has a di�erent set of contents in terms of its member banks,classes, structures, etc. Each EDU is stored as a unit - i.e. in close physical proximity. Eachdi�erent type of EDU is a di�erent tier of data. The system must support the separate catalogingof di�erent data tiers.1. At minimum, the system will provide for the following tiers of event data to be catalogedand accessed, by tier:� Raw event 8



� Fully reconstructed event, including possibly some parts of the raw data (EDU250)� Summary Reconstructed event (EDUnnn where the size nnn is between 50 and 150KB)� Highly compact summary physics data (EDU5 or Thumbnail event)� Event Catalog - i.e.. a few up to 100+ bytes of information about each event� User-de�ned or Unknown2. Collections of EDUs of the same data tier will be stored together physically in �les. Each�le will therefore be cataloged as belonging to a particular system-de�ned data tier.3. Heterogeneous collections of EDUs of di�erent data tiers may be mixed in a single �le. How-ever, that �le will be cataloged by the system as belonging to a User-de�ned or Unknowndata tier.4. Additional data tiers to those listed above may be de�ned.5. For the Raw data tier each �le will contain EDUs from only one Physics Run.6. Data from the Thumbnail tier will be highly dynamic and will be replaced or evolvedfrequently, as understanding of the physics evolves.7. For every event (collision in the detector) there will be data in the system for the Raw datatier, and for the Event Catalog tier. Data for other tiers may be present in the system.8. Data of a particular data tier, for a particular event, may be present in the system in morethan one �le. Extremely careful bookkeeping is required.9. We must be able to �nd in which �le, or �les, in the system a particular EDU resides. Thissystem must be able to create, either permanently or temporarily, a complete directory ofthe contents and layout of each data �le.6.1.2 Data StreamsApart from physically clustering together data of a certain tier, the system will support a classi-�cation of data based on physics criteria:-1. The system will support the concept of a physical data stream. Events will be classi�edas belonging to a particular physical data stream based on physics criteria, such as triggerand �lter bits.2. The system will support the concept of a logical data stream. Events will be classi�ed asbelonging to a logical data stream if the meta-data describing them, such as their trigger,their physical data stream, the range of Run numbers, etc. satis�es certain criteria, recordedas part of the logical data stream de�nition.3. Files will be cataloged as belonging to a particular physical data stream when all the EDUswithin the �le belong to that physical data stream. Files which contain heterogeneous datawhich cannot be classi�ed as belonging to any known physical data stream will be catalogedas belonging to data stream Unknown or All.
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4. The system will support and maintain associations between logical and physical datastreams. It will provide for data streams to be hierarchically composed of other datastreams. It will provide access to data based on speci�cation of data stream (either logicalor physical) at any level of the hierarchy. The access to data will be e�cient only if it isbased on physical data stream, or set of physical data streams.5. The storage management system software (SMS) which controls the writing of �les ontotape must provide control over which �les, belonging to which physical data streams, areplaced on a tape, and in which order.6. Since we cannot guarantee, at this point, that the SMS software will write a �le to onesingle tape, the �le catalog of the system must support the possibility that a �le is madeup of an ordered pair of �le fragments, each residing on a physical tape.( We will not allowfor the possibility that the SMS software writes a single �le to more than two tapes!) It ishighly desirable that a single �le is written to a single tape. Imposing such a requirementon the SMS software would simplify the File Catalog.7. The ability to catalog whole tapes as belonging to a particular physical or logical datastreams desirable.6.2 Data Storage and Data MigrationIn practice, when considering storage of data, we are concerned with �ve levels of storage hier-archy. Files, in any particular system or mode of access, need not pass through all �ve of theselevels.� The user's own disk - not managed by the SAM system� Disk managed by the SAM system and used as a bu�er or cache for �les� Disk managed by either the SAM system or the SMS and used as either a bu�er� Tapes in a robot-controlled tape library� Tapes on a shelf - i.e. a manually controlled tape vault1. The Raw data must all be stored on readily accessible tape media. If the tape is not in arobot controlled tape library then it must be in near-line shelf storage from where it canbe imported into the robot in a controlled manner.2. An operator should be able to visit a robot not more than a few times (ideally once) perday to perform the exchange of tapes between robot and shelf. The system must batch uprequests for such tape exchanges, not to exceed the tape library's holding/exchange area,for once, or twice, per day exchanges. The number of tape volumes to be exchanged in aday is largely determined by the rate of movement of Raw data through the Farm systems.At full rate each experiment will be writing approximately 50 50GB tapes in a 24 hourperiod. The robot system must be sized to handle at least 100 tape exchanges in a 24 hourperiod, per experiment. The SAM software framework must create the list of tapes forexchange in a suitable format, for processing by SMS software/operators.3. Raw data will be written into the ATL, in a manner which keeps up with the demandsof the experiment data acquisition and online system. It is the responsibility of the RIP10



project to ensure that the Raw data is stored and then within 15 minutes of closing thetape which it is written on, made accessible by the SAM data handling system, which must'synchronize' with the SMS system. Detailed requirements for the rates, reliability, mannerof presentation and storage of data, bu�ering requirements and error procedures can befound in the RIP requirements document [3].4. Not all of the processed data will necessarily be retained in any one of the levels of thestorage hierarchy. Summary data only may be retained, at some levels.5. Some of the tape resident data will be also cached on disk. The size and nature of eachdisk cache will be con�gurable, under control of SAM administrators.6. Some of the frequently used data, or most recently accessed data (such as random eventspicked) will be cached on disk.7. The thumbnail data and the event meta-data will be stored on disk.8. Users will be provided with an API, through which private datasets may be stored in thesystem, and migrated from disk to tape and back, with �le catalog information, providedthe user has su�cient privilege and quota (of disk, or tape, or robot slots) to perform theoperation. This may be provided entirely, or partially, by the SMS.9. The system will record, with each �le of data stored, pertinent information about thecreating process. This will, for example, specify the exact version of Reconstruction Codeused in creating the �le, as well as information about other processes or data, includinginput �les, on which the �le depended. Private datasets will require a subset of this cataloginformation to be presented along with the �le. It is highly desirable that �le formats allowfor inclusion of the relevant �le catalog information within the �le itself.10. Users must be able to mark �les as busy, or unavailable for 
ushing from the disk cacheand also to mark �les as no longer in use, and therefore available for 
ushing from thedisk cache should disk space be needed. This feature must be protected with appropriateprivileges and access rights.11. Requests for migration of �les from robot resident tape to disk must be queued and ordered,based on a) the type of access requested, b) the priority of the project, group or user.Global optimizations of the use of robot arm, tape drive, disk bu�er and network resourceswill be part of the system, based on parameters which can be readily controlled by anadministrative user.6.3 Read Access to Data1. Five kinds of read access must be supported :-� Production { which is farms reading the data as a coordinated group of consumerprocesses together stepping through a dataset.� Freight Train { which is a coordinated group of users all stepping through the samedataset together.� Files on demand { which is access to particular �les, non apropos to freight trainaccess� Pick event { which provides access to, and builds, a disk-resident cache of interestingsingle event data. Many picked events may be bundled into a large �le for convenience.11



� Thumbnail { which is access to a subset of the disk-resident summary event dataIn addition users must be able to browse and query on the Event Catalog and other Eventand Run meta-data.2. The read access loads on the system will vary greatly at di�erent times in the experimentlifetime. From a period of great chaos and frequent re-reconstruction to a �nal period ofsteady state processing and heavy analysis. To assist in estimating data access loads we havedivided the stages of the experiment into four time periods or "Seasons". For further detailsplease refer to Season's of Sam [1], which contains detailed modelling of estimated systemloads. These will guide the design of the system and constrain the hardware purchasesneeded to provide these levels of performance.3. Each consumer of data, or coordinated group of consumers, accessing data in one of thesupported access modes will be allocated a set of resources. In some cases projects mayshare certain in-demand resources - such as tape drives, robot arm, network bandwidth.The allocation of these resources must be very easy and intuitive, with an easy-to-useinterface and a simple explanatory summary and diagram showing how all the resourcesare allocated and how they are actually being used.4. There will be an API so that each consumer of data can specify the data they wish toaccess. This API will permit data to be speci�ed in terms of a database query on any ofthe quantities stored in the �le catalog, event catalog, tape volume catalog, run conditionsor luminosity databases. A GUI will also be provided to specify this information. It mustbe easy to view and make reports on, all of the di�erent projects in the system, and theirstatus.5. Most �les are expected to be about 1GB in size. However, because of concerns about dataloss leading to periodic closing of �les, some �les may be considerably smaller. The systemmust be able to handle �les of any size, fromzero bytes to tens of GB. It should be optimizedfor 1GB �le sizes.6. The system will not normally respond immediately to a user's request to access a shelf-resident tape. Instead, it will batch up that request and return a status to the user indicatingthat there will be a delay before access to the data can proceed. Requests for tape to beexchanged between shelf and robot will be made using SMS and ATL system facilities. Theparameters controlling the batching of requests will be con�gurable.7. There will be a general provision in the system to schedule work to be done in fetching,writing or managing �les and disk space at suitable times of the day, based on prioritiesand rules encoded in con�guration parameters of the system.6.3.1 Freight Train Access1. A coordinated group of users who wish to sequentially read through a large dataset togetherde�ne the dataset (as a project). A user with appropriate privileges must be able to specifysuch a dataset in terms of Data Tier, Physical or Logical Data Stream, and other RunConditions. Users, with appropriate privileges, must be able to register to participate ina particular Freight Train. This registration must be available through a program API.Starting up a Freight train creates a data delivery pipeline of a particular dataset, to manyusers, each of whom will eventually consume all of the data.12



2. Many Freight Train data pipelines must be able to run simultaneously - resources permit-ting. If more than one Freight Train is running simultaneously it will be because di�erentgroups of people want to look at distinct physics streams. Therefore it is unlikely that anytwo Freight Trains would be simultaneously looking at the same �les. It follows that therewould be no signi�cant bene�t in caching the Freight Train data for use elsewhere in thesystem.3. Each Freight Train shall have a disk cache, which serves also as an input disk bu�er. Thedisk cache must be well matched to the rate at which data can be delivered (limited by theaggregate speed of the tape drives allocated to the Freight Train).4. The disk input bu�er must be su�ciently large to allow all users being serviced by theFreight Train to process their �les. The users consuming the data will not be in event-by-event lockstep; there will be some spread.5. The application framework must provide facilities for� terminating a consumer who is unduly holding up a freight train for whatever reason(code error, excessive processing time, etc.)� allocating additional CPU resources to a consumer whose processing requirements aregreater and who would otherwise hold up the Freight Train. This is a desirable feature,but may not be mandatory, especially in the initial implementation.� re-starting a user who resumes processing of a partially analyzed dataset6. In general, a Freight Train data pipeline needs to present statistically unbiased data acrossthe entire dataset, or data stream, to which it is providing access.7. Every user application must be able to obtain an accurate and complete account of exactlywhich events they have processed in the course of a particular circuit of a Freight Train.Also the system must ensure that the overall status of the Freight Train and all applicationsinvolved can be easily monitored, say with a web interface, charts, etc.8. Each Freight Train shall have one or more output disk bu�ers.6.3.2 Farm Production1. Farm Users and Managers must be able to make requests for data to be processed, usinga particular Reconstruction program version. They must be able to specify the data to beprocessed in logical terms, which must be resolved into physical data streams and/or �lesby the system.2. Farm Production data access rate is constrained by the DA and by the Farm's need to keepup with the DA, plus an allowance for a certain amount of re-reconstruction. The repeatreconstruction rate is estimated to vary over the di�erent Seasons. See Seasons of Sam [1].3. Input bu�er disk belonging to the "Farms" should be well matched to tape speed, so thatthe Storage System Software can deliver data directly to Farm input bu�er disk. The systemwill not send a �le to the Farm unless there is room for it on the Farm disk. The Farmprocessing software will arrange for Farm worker nodes to access the �les either directly, orby moving them to disk local to a Farm worker node.13



4. The data cached in Farm disk (as input bu�er to the production processing) need not becoordinated or shared with other potential users of the same data in the system. Mostother data cached on disk will be available for sharing across all data delivery pipelines inthe system.5. The system will provide foolproof and robust ways for �les which are the output of theFarm to be written to tape and cataloged in the system.6.3.3 Files on Demand1. The system will provide access to single �les, or collections of �les. Users will be able tospecify the �les to be accessed by specifying a logical dataset selected by trigger, stream,run and run conditions criteria to be satis�ed.2. Entire �les will be presented to the consuming process - the API in the consuming processwill be responsible for skipping over unwanted events which do not match the datasetcriteria speci�ed.3. The system will attempt to provide statistically unbiased data across the set if �les beingdelivered.4. This mode of access will be subject to restricted total resources5. Files fetched from the ATL, or tape shelf, and cached on disk for one user will be availablefor access by other users as long as they reside in the disk cache. They will remain in thedisk cache as long as they are(a) In use by the user which requested them(b) Marked as not available for removal by a user with privilege to do so(c) Not considered to be a candidate for removal from the disk cache, based on the con-�guration parameters and cache policy in use6.3.4 Pick Event Access1. The system will maintain a disk resident cache of individual EDUs which have been request-ed. If this cache of 'picked' events should become excessively large then the least frequentlyaccessed EDUs will be moved to near-line, readily accessible tape.2. A user must be able to specify a list of Events for which a particular tier of data is to beprovided. An API, will be provided for speci�cation of this list of events.3. A query of supporting Run and Event meta-data, which results in a list of Event numbers,must also be an acceptable way to provide a list of events to be picked.4. In order to minimize tape mounts and maximize e�cient use of tape drives, requests forEvents to be picked will be batched up for execution. The parameters which control thedelay and other criteria for batching up requests will be con�gured for the system.5. It is highly desirable that a selected individual RAW EDU can be submitted to FarmProduction for on-the-
y reconstruction and the resultant EDU also cached in the PickEvents cache 14



6.4 Write Access1. Data �les which are written in various ways, such as through RIP, Farm processing, Pro-duction �ltering, Monte Carlo and User Analysis, must all be able to be entered into thesystem. There are, in general, two types of such data:(a) Private will include only minimal meta-data information and therefore may be acces-sible/useful only to the person or group who inserted the data.(b) Public will include a full complement of meta-data which would allow any user theability to correlate the imported data with other data in the overall store. Thismeans that any meta-data parameters, such as processing steps, parent data sets,trigger con�gurations, luminosities, et cetera, could be easily acquired using standardtechniques.2. It is desirable that standards be established which would make the data, at least partially,self describing. This would mean that a set of parameters needed to enter a �le into themetadata would be part of each �le. Even if the �les are self describing, there is a need foran independent mechanism to be provided for the operations of specifying �le meta-dataand cataloging information.3. The system must provide an API to specify which �les, and possibly in which order areto be written together to a tape. Details of this depend on capabilities of the StorageManagement software system.6.5 DatabasesSeveral classes of data are to be stored in one or more Databases, as opposed to simply stored indata �les as the physics event data is. Classes of information stored in a Database shall include,but not be limited to� Meta-data, which is \data about the data "� Data Inventory� Transaction data� System con�guration dataSpeci�c requirements on the data stored in databases, and on the data management system forthe databases, are:6.5.1 Meta-dataMetadata describing the physics and processing content of the data are included in this category.1. File catalog will contain a few 10**6 entries.2. New �le catalog entries must be able to be made at the rate of several per minute.3. Must be able to retrieve the status and location of any given �le within a few ms.4. Event catalog will contain a few 10**9 entries, up to approximately 100 bytes each.15



5. New entries must be made to the event catalog, without signi�cantly degrading the livesystem, at an average rate of 100 Hz. This may occur in batches at high rate, rather thancontinuously as recorded by the online system.6. The system must be partitionable to allow entry, update and backup to take place withoutsigni�cantly degrading performance.7. There will be a creation history for each �le, including per �le accounting of processingdetails.8. Physics data stream de�nition and version, both logical and physical.9. Event Catalog with at minimum stream ID, trigger bits, �lter bits, run number, eventnumber, for each event.10. Run information including begin time, end time, description and conditions.11. Production code version for each processing step. Other identifying information aboutcreation of datasets.12. Timestamped Luminosity data6.5.2 InventoryThe inventory contains a complete list of the locations and status of all �les available from thestorage warehouse. It is also needed to determine the most readily available source of a requested�le. The inventory must include:1. Each physical �le and its location in long term storage.2. Each physical cartridge or cassette, its location, type and status.3. Prioritized list of devices and �le systems in which to look for �les4. Catalog of picked events which are archived to tape.5. Catalog of �les and picked events available in cache.6. Event range/map to identify the events included in each �le (for some �les at least)7. Lost Data/Luminosity Data map to identify invalid Luminosity blocks.8. The Storage Management System must be able to build and export a map of what data ison which volume, so that global optimization of access can take place.9. The Database must be able to retrieve full information about any �le within 1 second.10. The Database must be refreshed and updated, each 24 hours, with the data exported fromthe SM system. This update must not signi�cantly degrade the performance of the systemfor more than a few seconds.
16



6.5.3 Transaction dataThe transaction data is a record of how the data is being used. This information will be used totrack projects and will help to optimize the system for e�cient hardware usage. It must include:1. Project de�nitions2. Project status information3. Project transaction summary4. File migration summary5. File usage summary6.5.4 System Con�guration dataCon�guration data will be used to de�ne the processing resources available for each task, orproject. It must include:1. Allocation of disk, tape, robot and network resources to partitions of the system (stations)and projects.2. Users and groups3. Priorities for various groups and classes of service.4. Rules for optimizing the movement between tape and disk storage.5. Disk bu�er and cache policy parameters..6. Hardware con�gurations, such as nodes assigned to a particular project.6.5.5 Database Management System1. Database shall be available 24x7 for creation/update of the meta-data and the transactiondata.2. Database shall be available 24x7 for query access by SAM users3. Database shall be protected against power outage, network failure, or other such glitches asmuch as physical power supplies and network connections allow. This implies the DatabaseServer system(s) must be considered \high availability" machines. Implementations willconsider multiple servers on di�erent power grids, and di�erent routers/subnets.4. Database shall be protected against loss of individual disk drives. (by mirroring and/orreplication of disks?)5. Database shall be recoverable within 12 hours from more disastrous, but extremely rare,errors, such as loss of or corruption of a disk and all its duplicated/mirrored disks.6. Database shall prohibit users from performing disastrous functions, such as deleting allevent catalog information.7. Transactions feeding meta-data from online sources shall be recoverable, allowing them tobe rerun after the problem causing the failure is addressed.17



8. Shall provide tools for monitoring access and performance, allowing administrators to tunethe database as needed per online data feeds and user consumption.9. Shall provide query tools which allow for arbitrarily complex queries based on all of theinformation stored in the database and all of its relationships.10. Shall provide report-writing tools, including an easy to use web interface.11. Shall provide multi-user read/write access to the database12. Shall be able to be backed up at least daily, without bringing down the system.6.6 Resource Management and Optimization1. When a disk bu�er in the system is replenished there should be enough space to requestseveral �les from the same tape, to minimize tape mounts.2. The SMS should accept lists of �les to be fetched together.3. Tape drives and robot resident tape volumes must be allocatable resources. The SMSsystem must support this resource allocation.4. The system should attempt to locate requested �les in any one of its managed disk caches,in level 2 or the hierarchy, before requesting that the �le be retrieved from tape.5. Files-on-demand access consists of access to �les of data outside of the Farms or FreightTrain access. To encourage people to use freight train access there will be a cap on �les-on-demand total bandwidth.6. Files-on-demand may either be delivered to user-managed disk, or to system-managed diskcache.7. Preferably the SMS should accept a request to deliver a part of a �le, length N bytes,starting at M bytes.8. The system will provide algorithmic prioritization of tasks which are parameter tunable tomost e�ciently use available resources.6.7 User Interface and Control1. Interacting with the system via GUI and user API: Interacting with the system will beprovided via web-based GUI's and API's. Any part of the system which is controllable orcon�gurable through a GUI, should also be accessible through an API to allow programsand scripts to automate data processing and administrative procedures.2. Requests for data: Users must be able to make requests for data and receive it in anorganized and reliable fashion. It must be easy to check the status of a request and suspend,modify or cancel all or part of a request at any time.3. Describing data: Data should be described "physically" by listing �les by name, or "logi-cally" by specifying constraints on parameters included within the metadata. Informationcontained in each �lename should include: physics stream, run number, �le sequence withinthe run, date and time of creation, EDU type, speci�c format information, some form ofencoded processing information. The information which will be available for logical queries18



will include: run number, trigger con�guration, trigger patterns, physics stream, EDU type,reconstruction or other processing version, creation dates, instantaneous luminosities, andothers to be speci�ed.4. Levels of user/administrator ability/motivation: There will be multiple levels of user andadministrative involvement with and understanding of the system. The system shouldbe designed to accommodate all levels. It should be simple to learn for novice users,including self documenting user interface features. For advanced users, the system shouldbe rich enough to allow for complex queries and advanced procedures. Several levels ofadministrative privileges should be allowed by the system so that it is di�cult for noviceadministrative help to make major, unrecoverable mistakes.5. Project status: Users and administrators should be able to monitor the status of requests.6. There must be an application framework under which all user code operates. The frameworkand APIs for data access must be capable of operating in reduced form in an environmentoutside of Fermilab, where perhaps minimal, or no, supporting databases are available.6.8 Data Replication, Export and Import1. A selection of �les should be able to be exported to a remote institution, where theycan be read sequentially without bene�t of a data handling system present at the remoteinstitution.2. A subset of the Database and the data handling system should be exportable to a remoteinstitution, for use as a local data handling system.3. An entire tape should be 'xeroxable' for export.4. Modi�cations made to an exported dataset (collection of �les) and to the description andmeta-data which go along with it should be able to be re-imported into the system.6.9 Monitoring, Auditing and Error Handling1. The system will be idiot-proof:(a) No user process may ever jeopardize the data.(b) No unreasonable user requests will jeopardize the system performance.(c) The system will provide protections again accidental deletion of data by either usersor administrators. This may take the form of con�rmations, �le wastebaskets or undocommands. It is understood that mistakes will happen and the system will help toensure that they are not catastrophic.2. A complete set of monitoring and performance tools must be provided with the system.These must provide current status for any part of the system as well as performance reports(charts and/or tables) for speci�ed intervals, hourly, daily, weekly, et cetera. It is importantto spot problems, identify bottlenecks, and report performance for the system, both to theusers and to the administrators3. The system must carry out extensive bookkeeping functions in order to ensure that thee�ects of missing or corrupt data are properly accounted for in physics terms. Integrationwith a Luminosity Database must be provided.19



4. Physics auditing: A summary of important analysis parameters including missing data,data included, integrated luminosity should be available to a consumer of any project. .5. The system must return detailed errors to user APIs, in the case of read/write failures,indicating the exact nature of the failure, and from what layer of the hardware/softwaresystem it came.6.10 Data loss policy, actions and recoveryAll reasonable actions should be taken to manage data loss. Given the total amount of data weare discussing, some amount of loss is inevitable due to hardware and/or storage media failure.Each experiment must determine the amount and nature of acceptable data loss.1. Mechanisms shall be provided to permit adequate replication of data, in order to managethe data loss and keep it at an acceptable level.2. Monitoring and quality assurance tools shall be provided to perform veri�cation that thelevels of data loss are indeed within acceptable limits.3. The number of mounts for each tape will be counted. When tapes reach a threshold numberof mounts they will automatically be copied and the original archived in a safe place.4. Tapes receiving unusually large numbers of mount requests will trigger an alarm and at-tempts to understand the nature of the access will be made.6.11 System Management and Con�guration1. The entire data handling system must be modular so that additional resources of all types- robot, tape library, cpu, disk, tape, network connections - can be added incrementally.2. The parts of the system which will be used on various processing locations should be easilyinstall-able, like a ups product.3. Platform support and portability: The parts of the system which a�ect consumers shouldbe portable to all systems supported for Run II, including various UNIX platforms and NT.There may be additional platforms o�-site which also need support.7 Dzero speci�cations7.1 Storage Management SystemThe Storage Management System (SMS) is needed to store and manage the large quantity ofdata planned for Run II. It is assumed to include tape storage both on shelves and in one ormore Automated Tape Libraries (ATL). The requirements for these systems are summarized inTable 1 for resources including drive bandwidths, total storage size and tape mounts per hour.For the data throughput, write bandwidths indicate data being entered into the system, and readbandwidths mean data being read from the system. The RIP numbers are for raw data originatingfrom the DAQ. The number of tape mounts is large as we anticipate physically streaming datato tape. This may mean that, for example, 10 to 15 tapes might be appended to and exchangedamong only 4 or 5 drives at any given time. The Farm category is for the reconstruction processand assumes raw data is being read in, processed and an output created which is half as large20



Application Write BW (MB/s) Read BW (MB/s) Size (TB) Mounts/hrR.I.P. 15 0 300 10�Farm 7.5 15 118 4Freight Train 5 70 12 12Analysis-primary 1 13 12 45Analysis-secondary 1 5 12 10Thumbnail 1 1 12 0Event Picking 1 38 65 240Table 1: Approximate tape storage requirements for various delivery applications. The notation\write" means data to tape, and \read" means data from tape. Robot Mounts per hour assumes50 GB cartridge size. Numbers are from [1] for \Season IV" with the exception of � which isa guess for the R.I.P tape mounts required, which is higher than farm mounts due to physicalstreaming considerations.as the input. freight train processing includes production processing type activities with lotsof input data, but little output. The category analysis-primary includes users selecting smallsamples of data from primary data sets, and analysis-secondary includes user analysis activitieson derived or secondary data sets. Although thumbnail data will be primarily accessed from disk,there will be archival copies and backups stored on tape. The use of the robotic resources shouldbe minimal most of the time, with some spikes of active usage. Pick events is anticipated toutilize much of any remaining resources. Although the bandwidths may not be as high as someother access modes, the random nature for the access may create many tape mounts and thusutilize a large portion of the robotic arm time.7.2 Disk Bu�ers and Caches for Delivery to Processing and AnalysisIn the initial phases, signi�cant quantities (several TB) of on-line (disk) storage will be needed forraw and processed data to test and debug the detector and o�-line processing. As the run matures,the system will need to include resources for long-term, on-line storage, where a summary of eachevent, or thumbnail, is maintained. Estimates for the size and bandwidth requirements of variousdelivery disk bu�er and cache areas are show in Table 2. We use the term bu�er disk to meana resource used to match the feeds of two sets of I/O hardware, such as that from a streamingtape drive, to a processing system. For bu�ers the read and write bandwidths are the same. Acache disk is employed to store data which is anticipated to be needed by many users, and thuscan reduce the number of tape mounts to get a set of heavily read �les. For caches, the readbandwidths are higher than the writes.The use of disk for various analysis applications includes some areas where the storage canbe used e�ciently, such as farm reconstruction and production processing, where the data canbe marshalled through the processing chain very quickly. In cases like Analysis, thumbnail andevent picking, disk will be used to cache data for longer periods of time, and this will reduce tapeaccesses. The category of unshared analysis, users or groups will be in charge of such areas, andthe data may reside on the disks for long periods of time.7.2.1 Disk Bu�ers for Importing Data to Tape StorageImporting simply refers to the act of placing, or adding, data to tape storage in the system.There are many instances of areas where data enters the system including RIP, Farm processing,21



Application Write BW (MB/s) Read BW (MB/s) Size (TB) UsageFarm 15 15 0.2 Bu�erFreight Train 70 >> 70 0.2 Bu�er/CacheAnalysis-shared 14 20 5 CacheAnalysis-unshared 5 5 5 CacheThumbnail 10 100 12 CacheEvent Picking 1 1 1 CacheTable 2: Approximate disk Bu�er/Cache requirements for various delivery applications.Application Write BW (MB/s) Read BW (MB/s) Size (TB) UsageR.I.P. 15 15 0.3 Bu�erFarm 5 5 0.2 Bu�erProduction Processing 5 5 0.2 Bu�erAnalysis 1 1 0.2 Bu�erEvent Picking 1 1 0.2 Bu�erMonte Carlo 1.5 1.5 0.2 Bu�erTable 3: Approximate disk Bu�er requirements for various import applications. The notations\write" means into the bu�er and \read" means out of the bu�er.Production processing (freight train), Monte Carlo, and User analysis. The bandwidths requiredfor each type of input can be estimated and these are shown in Table 3.In each case, information needs to be supplied which allows the �les to be shepherded tothe correct location in the warehouse. This information includes target information, such as �lefamily, as well as meta-data details which would might allow others to also successfully employthe data.7.2.2 Data loss policyThere are di�erent levels of tolerable data loss, depending on the source and nature of the data.Raw data is most critical, since it is not reproducible. The number of cartridges or cassettes onwhich the data resides is proportional to the percentage size of the stream. Our �gure of merithas been .5% loss per year randomly distributed over the entire data set. As an example, in asample of 1000 cartridges we would expect to lose 5 per year. If we are exclusively streamingdata to streams of sizes (1) 50%, (2) 5%, and (3) 1%, any loss in stream (2) or (3) will create aproportionate amount of unusable data in stream (1), due to the way we track luminosities, etcetera. This means that if we lose 10% of (3), then 10% of each (1) and (2) are unusable. Forthis example there would be 500 tapes for stream (1), 50 for stream (2), and 10 stream (3). If weloose one cartridge from stream (1), it represents 1/500, or .2% of the data. One cartridge lostfrom stream (3) represents 10% of the data.Figure 1 shows the calculated loss estimates for 100 TB and 1 PB raw data sets for varioussized streams. We signi�cantly reduce the risk of losing data by making duplicate copies of smallstreams. The chances of losing any given cartridge in any given year would be 1/200, and thechance of losing any 2 given cartridges would be, about, 1/40000. It appears, from the chart, thatby keeping two copies of all streams smaller than 5%, we would limit data loss to less 1% for allstreams, with the loss rate signi�cantly less for duplicated streams. The chart also indicates thatin the early stages of the run, when there is little data, we may desire to have more duplication,say for all streams below 10%. 22



Data Loss vs. Stream Size:
50 GB Tapes, Random 0.5% Tape Loss
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Figure 1: Estimated data loss for various stream sizes.
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8 CDF speci�cationsThis section is reserved as a placeholder for CDF to document both their agreements and di�er-ences with the Requirements listed in this document and to add additional detailed speci�cationswhich meet CDF data handling needs.Since a decision on model of data access was made only recently there has not been su�cienttime for an assessment of data handling requirements, in the light of the decision, to be fullydeveloped.References[1] Lee Lueking, \Flows and Controls in the Seasons of SAM"http://www-d0.fnal.gov/~lueking/sam/five_seasons.ps[2] Drew Baden et. al., \CDF/CD/D0 Joint Data Management Needs Assessment Report",June 4, 1997, D0 Note 3197http://fncduh.fnal.gov:8080/workinggroups/runII/NAG/cdrun2needs.ps[3] Mike Diesburg, et.al., \D0 Reconstruction Input Pipeline System Requirements", October1997 and Liz Buckley-Geer, et.al., \CDF Reconstruction Input Pipeline System Require-ments", October 1997http://www-hppc.fnal.gov/rip/D0.txt andhttp://www-hppc.fnal.gov/rip/CDF.txt[4] DRAFT Run II Mass Storage Requirements, June 1998.http://fncduh.fnal.gov:8080/workinggroups/runII/1998jun02/100bullet.txt[5] SAM Report to von Ruden Review panel, October 1997.http://www-d0/~lueking/sam/cdr2dma/data_access.ps
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A GlossaryThe goal of this glossary is to de�ne terms used in the Data Handling Projects for Run II, toprovide a reference for checking consistency of use of these terms in the documents, and to providea more precise description of these terms within the their context. There is an attempt to de�nethese terms in relation to the physics analysis domain in which they are being used.� Analysis Group - Group of physicists who organize to coordinate their access the samedataset or �les for the purpose of analysis.� API - Application Programming Interface. Set of callable routines through which accessto event data can be controlled and data read or written.� Application Framework - Software to whose API a user or physicists application codecode is written, and under which the program is executed.� ATL/Robot - Automated Tape Library where the mounting and dismounting of tapes inthe tape drives is done without human intervention though an API.� Auditing - Information gathered about the processes running and the parameters associ-ated with them, the transactions executed, and the user requests queued and serviced.� Bookkeeping - Stored information describing the production, location and history of �les.� Bu�er - Temporary disk storage of data to smooth the 
ow of data when the instantaneousrate of the input and the output are di�erent. The policy of what data is written to a bu�erdoes not include the assumption that it will be reused - cf. Cache.� Cache - disk storage used to store more frequently accessed data in order to reduce thelatency and increase the throughput of access. The Cache reduces the e�ective access timeto data stored on tape. Cached data, by de�nition, is expected to be a subset of the datathat will be (frequently) reused and whose size allows it to be stored on the available disk.� Cache Policy - decisions on how to manage the cache.� Catalog Database of semi-static information about Events or Files that does not includethe actual Event or File within it. A catalog does not necesarily include the location of theevent or �le.{ Event Catalog{ File Catalog� Consumer - User Process that receives data from cache or tape.� DA - Data Acquisition, collects the raw data from the detector� Data - In the context of SAM data and event are used interchangeably. In general ifthe term Data is used it could additionally apply to calibration constants, meta-data thatapplies to more than a single event, detector or run conditions that apply to a whole runor sequence of runs etc.� Data Streams - Event Streams - Organization of Events based on anticipated accesspatterns, such that access to the data is facilitated and can be achieved as fast and ase�ciently as possible. 25



{ Physical Data Streams - Data Streams determined by the Trigger and Level3Event information and physically located together on disk or tape.{ Logical Data Streams - Data Streams determined by the expected selections andqueries used to access the data (e.g 4 jet stream).� Database - Records of information organized for rapid search and retrieval.� Database Management System - (DBMS) A set of programs that control the organi-zation, storage and retrieval of a database.� Dataset - Collection of events that has a meaning from a Physics perspective. A datasetcan be of varying types and sizes - e.g. Raw Dataset - collection of Raw Events; Top Dataset- collection of events that are Top Candidates; Run Dataset - collection of events from asingle data acquisition Run; Run Ia Dataset - all events from Collider Run Ia; CalibrationDataset - related collection of calibration events.{ Primary Dataset - A dataset output from the initial production or farm processing.{ Derived Dataset - A dataset obtained from further processing of events after initialreconstruction on production systems.� Data Tier - Event data is classi�ed according to its content into tiers where each tierholds a particular subset of the whole event - e.g. Raw Event, Analysed Event. Lowertiers contain more information for each event - e.g. the RAW event data and higher tierscontain a re�ned level of event information - e.g. EDU50. The top most tier contains anevent catalog.� Event - Any information associated with a single Collision in the Experiment Detectorfor which data is read out and archived.{ Raw Event - Event information as recorded from the online/level 3 system.{ Reconstructed Event - Event information after processing by the reconstructionprogram and production systems.{ Analysed Event - Event information output from one or more physics analysesbeing performed on the event.� Event Clustering - see Data Clustering� Event Data Unit - Event Data Unit (EDU) is data identi�ed by a unique combinationof Run Number, Event Number, Type of Event Data Unit. Any type of data record ordata from any data tier, which can be read as a unit from some physical devices and isassociated with a particular event.{ EDU50 - Event Data Unit of size around 50KBytes.{ EDU250 - Event Data Unit of size around 250KBytes. This is expected to be thesize of a Raw Event.{ EDU5 - Event data unit of size arund 5KBytes. This term is useful as it is expectedthat enough spinning disk will be available to store all Events if the size per event isaround 5KBytes. It is expected that Thumbnails will be EDU5s.� Event Management System - Hardware and Software System to manage and coordinateaccess to the meta-data and events. 26



� Event Picking or Pick Event - "Random access" user requests for particular events orselections of events. This mode of event/data access can result in vastly di�erent patternsof access to the data than the Freight Train and Production data access modes. Not under-standing the quantity of and need for this type of event access could result in constructinga system unable to deliver the needed throughput in this area.� Export - Making tapes previously available through the ATL or Mass Store no longeravailable, and only available external to the system.� File - Collection of bytes on disk or tape treated as a single unit and identi�ed by a �lename and physical location. A �le may be a program, a document, a database, or someother collection of bytes.� File Family - Collection of �les distributed across more than one tape volumes and po-tentially written in parallel to more than one tape volume. Once a volume contains datafrom a �le family, the rest of the volume will contain only �les from that same family.� Freight Train - Mechanism and process by which large datasets are processed in acoordinated fashion. A Freight Train consists of the organized delivery of a large datasetover a period of up to several weeks or months to multiple analysis programs. The dataprovided by a Freight Train is delivered at a rate determined by the data access and deliverysystem and not by the ability of the analysis programs to absorb and process it. Thus, amore cpu intensive analysis program may not receive all the data of the dataset in a singlepassage of the freight train. Mechanisms are in place to monitor which events/�les aresuccessfully accessed, and for resending those that were missed.� GUI - In the context of SAM, the Graphical User Interface is imagined to provide in-tegrated control and monitoring of the user requests and the processing system that willsatisfy them.� HSM - Heirachical Storage Management System. Provided by that Run II Joint Project.SAM is a user of the Run II HSM and does not construct or operate it.� Import - Making tapes available through the ATL or Mass Store that were previouslyoutside access through and control by the system.� Latency - Time between request for data and the delivery of data to the requestingprogram.� Luminosity - a measure of the number of potential proton/anti proton collisions persecond. Used to normalize measured event rates to the total proton/anti-proton crosssection or to each other.� Luminosity Block - Time stamped record which records the luminosity for a time intervalfor each trigger.� Luminosity Record - data which summarizes the luminosity integrated over a given timeperiod. Di�erent triggers may have di�erent luminosities due to prescales and special beamconditions.� Map - Relationship between information in an Event or File Catalog to the PhysicalLocation or other attribute of an Event or File.27



� Meta-data - Set of information used to describe Events, Files or Datasets for the purposesof allowing location of and access to the data, selection of subsets of the data etc.� Monitoring - Gathering and presentation of information about the running system, theprocesses executing and the data 
owing.� MSS - Mass Storage System - system that manages a large amount (Terabytes or Petabytes)of data on tape and provides for writing and reading of this data. IN general an MSSincludes an ATL, can include a hierachy of storage on Roboticly accessibly tapes, tapesresiding on shelves and/or caching of the data on local or distributed disk. HPSS - A MassStorage System in production use at Fermilab. Described at http://www.sdsc.edu/hpss/.Enstore - a Prototype mass storage system at Fermilab, based on the DESY OSM model.Will be described at http://hppc.fnal.gov/enstore.� On-Demand Data - Data access mechanism for moderate-sized datasets to be processedby single users or small groups of users. Usually con�ned to a small set of �les and used byanalysis jobs that run in a few hours or days (depending on the total amount of data in therequest). One important usage of this access method is the debugging of code for analysisjobs, such as for eventual use with Freight Trains.� Physics Data Stream - Physics Event Stream - Collection of data, speci�ed by theTrigger value. In D0 there will be up to 15 Physics Data streams.� Pick Event - see Event Picking� Post-reconstruction analysis and production - Processing done on a Primary orDerived Dataset.� Processing Unit - Program that performs calculations on a Dataset.� Production Farm - System of physically independent computing resources used in acoordinated fashion through the use of control software, for the reconstruction or analysisof event data. Typically Production Farms have been used for the processing of the RawEvents to produce output Data Summary Events, and are best suited for situations inwhich the "CPU used per event" is much larger than the I/O needs per event. Nowadays,production farms are used for reprocessing of data or "production analysis" where a largebody of any Event Data must be processed by a single executable.� Project - Organization of coordinated processing of �les this will occur in a coordinatedfashion such that the events are read only once from the storage management system andare delivered in parallel to all the analyses programs that want to access them.� Query Optimizer - A program and/or business process that receives user requests andattempts to evaluate how long they will take and which h/w resources the request willrequire. It is planned to merge the requests from many users to optimize use of the resources.� Reconstruction - Processing of the raw data, and associated calibration data, to makeone or more derived data sets.� Request Manager - (is this true?) Program that handles the user requests and allocatesa "token" to authorize a program to access and obtain resources or data.28



� RIP - Reconstruction Input Pipeline project which provides data from the data acquisitionsystem bu�ers to the Mass Storage System, and from the Mass Storage System to theProduction Farms.� Run - Run I, Ia, Ib, IIa, IIb, etc identify periods of Collider operation - typically of monthsto a years duration. A data acquisition Run identi�es a set of data acquired sequentiallywith a single set of calibration and detector constants. A Run is identi�ed by an increasingRun Number which is typically stored in each Raw Event. The Run Number is used toidentify temporally connected EventData. In stable detector and collider operation, Runslast between a few hours and a day.{ Physics Run - Sequential set of events identi�ed by a single number known as the\Run Number". In general, all events from a single physics run are associated with asingle set of calibration data.� Run Conditions - Parameters associated with a Physics Run e.g. Luminosity, state ofthe detector elements etc.� Shelf (Storage) - Tapes not currently stored in the Automatic Tape Library or Robot.It is expected that the HSM system will provide mechanisms for moving tapes in bothdirections between Shelves and the Robot(s).� Station - Computer system on which data processing and/or analysis is executed.� Storage Management Software (SMS) Software to manage the Heirachical StorageManagement System (HSM).� Thumbnail - AThumbnail (Event) is su�cient on which to perform most physics analyses.It is expected/hoped that the experiment can de�ne the size of the Thumbnail such thatthe whole of the Run II dataset can be stored on attached disk.� Token - A program requests and obtains a "token" in order to gain authorization to usea resource and access/retrieve data. Once the use of the resource is complete the programmust return the token so that it may be allocated to another user/program.� Warehouse - Sum of all the stored data.
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